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Abstract- Our objective is to realize a model that can be implemented in larger system such as airports to increase, 
security and save time. We are not intending to realize this model in railway stations and other crowded areas since 
the background in those areas are dynamically varying in larger parameters. In multi-national airports like Japan 
and Singapore, the number of AI used in cleaning and elderly assistance increases, hence we use this in already 
existing system and implement our detection model to allow the work of the airport staff to be more convenient. The 
bot will detect abandoned luggage and baggage items after rush hour, and carry them away to the Lost and Found 
Area. Even when there is no availability of bots in cases like India, this can be efficiently used and with minimal 
human surveillance too. The model can detect unattended baggage from the control room, ring in the nearest 
authorities and alert them to the bag’s location. 
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I. INTRODUCTION 

In this project, our main objective is to assimilate the realization of object detection and then step by step 
software design to filter people’s luggage and to figure out whether they’re abandoned or not. We use a wide 
variety of simulations and Open source packages like TensorFlow. To accessing code and the main assembly 
language we preferred to use in this software technology is the programming language known as Python due 
to its ease and efficiency. We also use the Open Source library known as OpenCV2, due to it having functions 
and algorithms that support real-time computer vision. The model that we’re going to use is Deep Learning. 
More specifically, a region proposal system called You Only Look Once (YOLO) is used. In this method 
YOLO contains the details of data’s pre-trained and it can detect these images by only looking once. Why do 
we use TensorFlow as our main object detection library? Its flexibility and its huge community support are the 
main reason we decided to make it our main API.  

Since Luggage has a wide variety to objects to train in the model, despite the specific nature of the project, we 
still think that it’s going to be much more challenging than the actual project sounds. But with TensorFlow 2, 
the latest version of the API, the introduction of eager execution reduces the lines of code used to realize 
object detection. Annotations of labels are also done at the end of the object detection phase.  
The two main entities that we are going to train in this project are:  

1. Luggage item  
2. Human Beings  

 
Training a program to extract facial features of a human is going to be hardest part of the two.  
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II. PROPOSED ALGORITHM 

A. Block Diagram  

 

 

 

 

 

 

The picture is segregated into different grid boxes with planar as well as spatial co-ordinates. When the 
bounding box is classed, the center of the bounding box is considered while allocating the grid cell that 
corresponds to that center point of the bounding box as shown in the above figure. The model assigns a class 
prediction value that tends to the similarities of that box relative to the other grid cells in that specific bounding 
box. From this we ascertain a confidence value for different grid cells in the others areas of the image which are 
not a bounding box, then eliminates the confidence values pertaining to them. This way the model can configure 
and single out certain features of an object in the image with respect to the others and thereby, making the model 
more adept at identifying and distinguishing them. More the number of PICTURES and data that’s input to the 
model, better accuracy in which the model works on. 

 

 

 

The objects that we’ve based the model on are people and baggage. The video or the frame-by-frame pictures is 
segmented or placed under a mathematical projection that fragments the frame into grids with a specific 
dimension. These grids are collectively called grid cells. The grid cells are the given a certain value of CP 
(Conditional Probability), this parameter is then used to mask them if group them into bigger areas. The areas 
grouped together have a common CP value which elaborates into the detection mechanism. The areas that do 
not have a CP value that’s specified in the trained model is eliminated while the areas that have a certain CP 
value already specified in the algorithm is then considered and labelled once the model figures out the CP value 

Fig. 1: Training algorithm and Block Diagram 

Fig 2: Detection Model 
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most commonly found in the area. This is how object detection is handled and this is the algorithm that a 
training model do.   
 

B. Methodology  

To predict the training parameters and determine the actions of training the remaining weights we use an Image 
Pre-Processing. Before we apply the distance algorithm to obtain the pre-processing of the image. Here every 
frame of the video is loaded from the disk, then  
 

1. Convert the image/frame to greyscale. 
2. Blur it using a Gaussian filter with a 7*7 Kernel. 
3. Apply Canny Edge Detector. 
4. Call cv2.findcontours. 
5. Establishing and Calibrating the reference object. 
 
Then we use the Distance Determining Algorithm, in this method the distances of can be identified by knowing 
to important properties of the object, that is the dimension of that object (in terms of millimeters, inches, etc.) 
and the object should be easily identifiable from the image. From this to find the distance we use the following 
steps, 
 
1. Find the centroid of the bounding boxes. 
2. Establish the two midpoint of the contour boxes, for reference, a and b. 
3. Using the variables a and b, apply the Euclidian distance equation. 
4. The result is we get the PPM. 
 

 

 

 

After the LabelImg, annotating and pre-processing the collected data’s given to the system, we successfully 
created a system that can detect, label and identify if a baggage is found unattended. Through physical data 
including live CCTV footage we can obtain the respected data with the help of fully automated AI which work’s 
on the basic of creating a bounding boxes around the object that has to be detected and the if these baggage’s 
including with human presence. If this baggage’s were found unattended, that means no human presence were 
found near this baggage’s will be found undetected and a data sheet will have created automatically at the data 
centre and informs the authorities that a baggage is found undetected at the preferred location. With this 
technology if a person lost his or her baggage can also be found easily through checking the footage with 
accurate precision  
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In the above figure shown is the basic detection method used in YOLO detection, where the concept of 
breakdown the images to grid cells is unique as compared to other object localization solutions. In reality, one 
image can be cut to 19 *19 grid cells, but for this explanation process we are going to divide the image into 3*3 
grid. 
From the above image we can detect the objects based on these grids which bounds the objects. If the object to 
be detected comes under a single grid it’s easy to detect by forming a bounding boxes inside that box. If the 
object is larger than the grid cell and its bounding box intersects with several grid cell, YOLO algorithm takes 
the middle point of the bounding box and associates it to the grid cell containing it. 
But it is not that much accurate to detect images when it comes to multiple images, so to overcome this 
difficulty we found a solution for this by using Anchor Box. Anchor box makes it possible for the YOLO 
algorithm to detect multiple objects in single grid cell. The idea of anchor box is used so that to add one more 
“dimension” to the output labels by the pre-defining a number of anchor boxes. Another reason for choosing a 
variety of anchor box shapes is to allow the model to specialize better. That is some of the objects are trained to 
detect a wider object like bags, cars, another output will be trained to detect a tall and skinny objects like a 
human and so on the shapes. 
Another method that is used here is knowns as Non-Max Suppression. This is a commonly used algorithm used 
for cleaning up when multiple boxes are predicted for the same object. According to the grid box the objects are 
detected, but for a single object multiple boxes will be present and from these boxes choosing the right box 
depends on the pc value if it’s more than 0.6. The process is does in 3 steps as follows: 
 
1. Discard all the boxes with pc less or equal to 0.6. 
2. Pick the box with the largest pc output as a prediction. 
3. Discard any remaining box with IoU (Intersection over Union) greater than or equal to 0.5. 
Thus we get the final cleaned up prediction. 

 

III. EXPERIMENT AND RESULT 

The main aim of this project is to create a completely integrated AI driven surveillance in public places which 
scans for nefarious baggage’s that are likely left unattended, detects them and sends the signal to the nearest 
authorities. Once integrated, there will be no requirement for human surveillance and the only instance where 
human inputs will be mandatory is when the system already detects the target bag and tags their location. 
While processing the live video footages an image is taken as each frames from the video and then convert these 
frames to grey scale so that the basic detection occurs. While these detection occurs we obtained some basic 
data’s that connects the detection accuracy, precision and so on. 
First, we wrote a code that we used before the training stage to disintegrate frames of a random sample video 
and introduce ground truth boxes, which after training generates the actual detection contours along with their 
confidence values. For that we used 6 images and compiled a table using the information we obtained. We 
recompiled the table in order of confidence. Then calculates the precision and recall in each detected object of 
every frames. Thus taking only the highest precision value of re-occurring recall value to obey the laws of 
interpolation.  

Fig 3: Yolo Architecture of detection 
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From the above table we can plot the Precision-Recall graph. Precision is the ability of a model to identify only 
the relevant objects. It is the percentage of correct positive predictions and Recall is the ability of a model to 
find all the relevant cases. It is the percentage of true positive detected among all relevant ground truths. 
Like first we get True Positive value and False Positive value by using image to anchor segregation which are 
binaries. If the corresponding image has correctly detected object, it’s TP (True Positive) and if it doesn’t detect 
it correctly but still shows the bounding box, it’s FP (False Positive) and if the bounding box does not appear or 
if the image has NO detected objects, then it’s FN (False Negative). The values are either 0 or 1, 0 for NO and 1 
for YES. Then we do the calculation we can see that in the table. Using the equation, we calculate the precision 
and recall for every image. Then once we find the precision and recall values, we plot the precision recall graph 
shown below. 

 

 

 

The Precision * Recall curve is a good way to evaluate the performance of an object detector as the confidence 
is changed by plotting a curve for each object class. An object detector of a particular class is considered good if 
it’s precision stays high as recall increase, which means that if you vary the confidence threshold, the precision 
and recall will still be high. Currently, the interpolation performed by PASCAL VOC challenge uses all data 
points, rather than interpolating only 10 equally spaced points as stated in their paper. As we want to reproduce 
their default implementation, our default code follows their most recent application. 
 

Table 1: Precision Recall Table 

Fig 4: 10-Point Interpolated D Graph 
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Re-occurring recall points gets eliminated and the precision value that has the maximum confidence is taken. All 
recall values are estimated to the next decimal point. The 10-Point interpolation tries to summarize the shape of 
the Precision * Recall curve by averaging the precision at a set of eleven equally spaced recall levels. Instead of 
using the precision observed at each point, the AP is obtained by interpolating the precision only at 10 levels r 
taking the maximum precision whose recall value is greater than r. Thus we can obtain the accuracy.  
 

 

 

 

 

While training the collected data’s we came at a point where loss occurs per each iteration. These loss is based 
on each epoch of the compiling. We can see that it occurs from the 3759 step in our project, that is shown 
below. 

Fig 5: Precision Recall Graph 

Fig 6: Precision Recall Graph 
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Moving Average Loss is the data that we get from the training of custom data, at the final steps, like the last 10 
steps, we average the 10 values and get the moving average. Thus we obtained a graph showing the moving 
average loss that is based on no. of steps per loss. 

 

 

 

 

While Convergence Loss is the SAME value, the only difference is the graphs, both graphs are different 
accordingly. Moving average loss graph inputs the entire 3800 steps we trained and plots the loss to the 
corresponding step and this makes that graph. Convergence loss graph is basically the last 10 steps plotted on 
the graph as well as their loss. The values both convergence loss and moving average loss is the same.  

Fig 7: Position of Moving Average Loss. 

Fig 8: Moving Average Loss. 
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From all the above research and analysis of our project, the results we obtained from our custom training model 
were good and some of those data’s are like, Mean Moving average loss = 1.525, Learning rate is 1e-05, the 
Epochs were 253, the no. of Iterations took 3800 steps, the Accuracy of this detection system becomes almost 
70.0513% which is much higher than ant detection system available now. 
This model can be used in areas where large number of people come and go, the person that get tagged with the 
baggage gets saved in the database. So in the database there exists the model of the bag and the person that gets 
tagged along with. If the same person does not appear with the bag for more than a minute, the bag is identified 
as unattended. 
Nefarious organization and individuals have been using bags and suitcases to disguise their bombs so they can 
create havoc in public places. They usually leave the baggage in a crowd and then leave the area. Our method is 
crude but will definitely minimize the risk of such a thing happening in the public places even in area of high 
population density. Integrated with a system in public places especially airports and if provided a small 
investment, the dynamic accuracy of the model will increase exponentially. 

IV.CONCLUSION 

We aim to make it easier for local authorities to detect suspicious activities and deter malicious plots that may 
put a lot of lives at risk. Since our technology has the advantage of convenience as well affordability, 
implementation of a system like this isn’t too hard. We’ve already got a large network of CCTV camera systems 
that’s routed in essential and public locations like railway stations, airports, hospitals etc. We can tap into that 
existing system and configure our technology in such a way that compatibility is boosted to the highest extent 
since latency is key. Additionally, our technology can also be used in less intense situations like theft and 
situations where people misplace their luggage. These are very common scenarios, especially in places like the 
airport where there exist huge and dynamic influx of people, making it rather easy for luggage to get lost or 
stolen. Our project also aims to make the already existing technology of object detection exponentially more 
accurate since we narrow down the items we train. Despite the way it sounds, it still is a challenging mountain 
to climb since luggage items come in a plethora of models. Each model is to be treated as a class, and each class 
gets to have a variety of images that needs to be trained to get peak accuracy.  
This model is fully AI-driven and hence there is no requirement of human surveillance. The only instance where 
human assistance is required is when the model detects an unattended bag, where the nearest authorities are 
alerted to its location. 
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