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Abstract--The proposed DCNN based image recognition model has been created for the purpose of image classification, 
which is eventually known as the object recognition in the image processing models. This image recognition model is 
trained with a larger number of images, where nearly 50 classes of images are present in the given dataset. The proposed 
model is aimed to achieve the higher recognition accuracy, which is measured in the terms of Word Error Rate (WER), 
Character Error Rate (CER) and Root Mean Squared Error (RMSE). The proposed model utilizes Deep Learning 
approach, in which the Convolutional Neural Network (CNN) is deployed with multiple layers to predict the classes in the 
image data along with the dynamic visual features based upon gradient descent under the neural network to generate the 
series of linked tensors. In this paper, the proposed DCNN model is tested with different number of layers for pattern 
recognition. Its variants are designed with 4, 5 and 6 layers. The comparative analysis of the proposed intelligence feature 
recognition based DCNN 6-layered model is performed in this section, with the existing 6 layer DCNN model. Deep 
Learning mechanism is employed to recognize the image data. The proposed model has outperformed all of the image 
recognition contenders for the image classification and object recognition. 
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I. INTRODUCTION 

Object recognition and image classification, the subsets of Digital Image Processing, is the intentional alteration of 
image matrices by using visual features or object shape recognitions. A digital image is a representation of a visual 
scene in the form of digital data. An image is represented as a continuous variation of instantaneous variation with 
respect to variations in visual perception, which is described in the form of colours. We know that computers work 
in Digital domain. So for convenient alteration, storage, retrieval and transmission of an image, it is converted to 
Digital form. A camera sensor converts the visual perception into the digital form by using the layered deployment 
of the algorithms.  

The general methodology for object recognition is as follows:- 

 First the image is pre-filtered using Band-pass or Band-reject filters. Filtering is done to remove the 
unwanted frequencies (noise) from the image pixels. 

 Secondly, the filtered image is cut into a number of smaller segments. A windowing technique having 
predefined window size (in ms) and hop size/window shift (in ms) is employed for analysing the image 
block by block from the start till the end. 

 After processing the image, a local maxima selection algorithm is employed to select the best pitch 
candidate. The brightest neuron selected by this algorithm represents the predicted class of the target object 
in the given test image.    

II. LITERATURE REVIEW 

Girshick, Ross et. al. (2016) has worked on the region-based feature extraction for the convolutional networks to 
achieve the higher accuracy of classification. In this paper, the authors have proposed the simple and scalable 
detection algorithm that improves mean average precision (mAP) by more than 50% relative to the previous best 
result on VOC 2012—achieving a mAP of 62.4%. 
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Fleites, Fausto et. al. (2015) has worked on the enhancement of the product detection with multicue optimization 
for TV shopping applications. The proposed model has been designed to realize this use case and detect the products 
in the content stream must be detected so that the TV system notifies consumers of possibly interesting ones. 
Alireza Masoudian et al. (2013) said that image classification and segmentation are the two main important parts in 
the 3D vision system of a harvesting robot. Regarding the first part, the vision system aids in the real time 
identification of contaminated areas of the farm based on the damage identified using the robot’s camera. To solve 
the problem of identification, a fast and non-destructive method, Support Vector Machine (SVM), is applied to 
improve the recognition accuracy and efficiency of the robot.  
Parisa Pouladzadeh et al. (2012) presented a new recognition algorithm for emerging food classification. The 
algorithm considering its shape, colour, size, and texture characteristics. Using various combinations of these 
features, a better classification will be achieved. Based on our simulation results, the proposed algorithm recognizes 
food categories with an approval recognition rate of 92.6%, in average. 
 Meenu Dadwal et. al (2012) representing different techniques to detect the rate of ripeness of fruits and vegetables. 
This paper reports techniques like histogram matching, clustering algorithms based image segmentation and relative 
value of parameter based segmentation.  
B.Sathya Bama et al. (2011) proposes an efficient computer-aided Plant Image Retrieval method based on plant 
leaf images using Shape, Color and Texture features intended mainly for medical industry, botanical gardening and 
cosmetic industry. Here, we use HSV colour space to extract the various features of leaves. 
 

III. EXPERIMENTAL DESIGN 

The proposed work based upon the image recognition in the aurora dataset has been proposed in this paper. The 
proposed work has been based upon the appearance based image recognition and classification over the given 
dataset. The knowledge discovery based image recognition and localization method has been utilized for the image 
recognition in the proposed work for the word detection or classification.  

The Deep Convolution Neural Network (DCNN) classification model has been utilized for the image classification 
from the given dataset collected from the online source across the internet. The object is detected and classified in 
the proposed work by using the pattern matching based upon the DCNN under this technique. The latter object 
displays the image formation of the testing image. The proposed work has been evaluated for its performance under 
the chain of experiments using this technique. The image recognition method incorporates the knowledge-driven 
approach, which utilizes the slider window function based pattern discovery within the image matrix to localize the 
object or strong visual features across the image matrix. The objects are further classified using the second level 
pattern classification model after the local feature extraction by region localization algorithm under the DCNN 
model. The DCNN is based upon the feed-forward paradigm in the neural networks in order to compute the 
likelihood between the training and testing samples. The neural network weight computation for the image 
recognition has been incorporated under this proposed work to evaluate the probability of the found match in order 
to determine the final decision. The flexible weight tracking has been applied using the neural network for the 
purpose of gradient descendent based decision logic calculation: 

(t+1) =  (t) +  

Where the b defines the cost function, Q defines the training coefficient, n is the number of input variables,  
denotes the initial probability and t defines the current index count. The supervised methods require the weight 
calculation to determine the best match out of the available matches from the given set of training vectors. The 
softmax function is prominently utilized to evaluate the neural weights by using the optimal cost function as it 
defined in the following equation. 

 =  

Where denotes the probability of the class and  and  gives the overall number of unit inputs to the neural 

network denoted by the variables j and k. The cost entropy function plays the vital role in the successful execution of 
the neural network classification. The cross entropy mechanism is learned to outperform the Mean Squared Error 
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(MSE) and classification error, because of its property to inspect the input patterns, and describe the strongest 
patterns for the likelihood evaluation. The cross entropy based error can be satisfied with the following equation: 

C = -  log ( ) 

Where  denotes the final or target probability for each of the unit given by j in the data. The  symbols give the 

final output likeliness or probability for each of the unit given by j in the iterative manner, once the neural network 
is activated. In this algorithm, the application of knowledge-driven feed forward has been incorporated for the image 
recognition and classification over the given image dataset. 

IV. RESULT ANALYSIS 

The figure 1 shows the results of DCNN model with 6 layers for robust object recognition over the 2000 training 
samples and 125 testing samples, where the neural network is designed in the layered approach with 4000, 2000, 
1000, 500, 250 and 125 neurons in the 6-layered model. The average value of RMSE has been recorded at 0.635, 
which is equal to the DCNN 6-layered model. The average CER has been recorded at 7.87%, whereas the average 
RMSE is recorded between 0.22 and 0.88 with average value of 0.635. The average WER of 2.8% is recorded over 
the 10 iterations, and the WER of 2.8% shows the very significant results in case of this model with 6-layers (DCNN 
6-layer) with 4000 training samples. 

 

Figure 1: DCNN with 6-layers and 4000 samples 

The WER error is recorded between 1 and 5 percent over 4000 sample database and CER between 7 and 9 percent, 
which shows the higher accuracy in order to recognize the images or objects. The RMSE error also shows the 
significant results, which is below 1 percent and shows the highly significant results alongside WER and CER. 

In the figure 2, results of DCNN with 6-layered model and 8000 training samples are displayed. The average value 
of RMSE is recorded at 0.576, whereas CER is recorded at 15.694% along with WER at 1.64%. The average value 
of 1.64% for WER shows the higher significance of this image recognition model. Also the RMSE value shows the 
similar results and proves the significance of DCNN 6-Layered model for robust image recognition, whereas the 
CER has been recorded quite higher at nearly 15% error. 
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Figure 2: DCNN with 6-layers and 8000 samples 

In the following figure 2, the CER is recorded between the 14 and 18, whereas the RMSE and WER are recorded 
between 0 and 3% in the case with 6-layers DCNN. In figure 3, the performance of different image recognition 
models is analyzed, which includes the proposed work variants with 4, 5 and 6 layers under the VDL mechanism. 
The performance analysis survey reveals the higher accuracy of 6-layered DCNN model, which is tested between 
2000 and 8000 training samples and 60 to 250 testing samples. 

 

Figure 3 Comparative analysis of proposed model against existing models 
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In the figure 3, the performance of the proposed model is analyzed among the various models using the randomly 
drawn testing data. The proposed GMM-MFCC-VDCNN model with 6-layers, is tested with 2000, 4000 and 8000 
training samples, and recorded WERs are 7.5%, 2.8% and 1.64% respectively. The average value of WER for all of 
the GMM-MFCC-VDCNN-6 models is 3.98%, which is highly significant and acceptable. The average WER 3.98% 
of proposed GMM-MFCC-VDCNN is significantly lower than the baseline models of time extension (time-ext), 
vd10 and full-ext which have WER of 9.84%, 9.78% and 9.28% respectively. This proves the higher accuracy of the 
proposed model with different between 2.34% and 7.64%. 

V. CONCLUSION 

In the case of DCNN 6-layered based image recognition model, the performance analysis is carried out with 2000, 
4000 and 8000 samples. The performance analysis of DCNN with 4-layered model concludes the results between 
0.2 and 0.33 for RMSE, 1.7 and 2.17 for CER and 8 and 28 for WER, where WER shows the insignificant value but 
CER and RMSE describes the robust performance on micro levels. The DCNN 5-layered model recorded 0.689 
RMSE, 1.78 CER and 20 WER on an average, which shows the higher accuracy on the basis of RMSE and CER and 
lower accuracy on the basis of WER with 20% error. The DCNN models with 6-layered fashion have added the 
robustness to the recognition models, where the recognition error of 7.5%, 2.8% and 1.64% is noted with the 2000, 
4000 and 8000 samples respectively. The DCNN 6-layered model recorded average WER of 3.98% which has 
outperformed the existing models CNN2 (10.96%), full extension (9.28%), vd10 (9.78%), frequency extension 
(10.02%), time extension (9.84%), vd6 (10.34%) and CNN (10.64%). The proposed very deep CNN model has been 
found improved than the existing CNN models (CNN and CNN2) with 10.64% and 10.96% WER in comparison to 
the proposed model value of 3.98%. 
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